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ABSTRACT Heterosis (hybrid vigor) and inbreeding depression, commonly considered as corollary phenomena, could nevertheless be
decoupled under certain assumptions according to theoretical population genetics works. To explore this issue on real data, we
analyzed the components of genetic variation in a population derived from a half-diallel cross between strains from Saccharomyces
cerevisiae and S. uvarum, two related yeast species involved in alcoholic fermentation. A large number of phenotypic traits, either
molecular (coming from quantitative proteomics) or related to fermentation and life history, were measured during alcoholic fermen-
tation. Because the parental strains were included in the design, we were able to distinguish between inbreeding effects, which
measure phenotypic differences between inbred and hybrids, and heterosis, which measures phenotypic differences between a specific
hybrid and the other hybrids sharing a common parent. The sources of phenotypic variation differed depending on the temperature,
indicating the predominance of genotype-by-environment interactions. Decomposing the total genetic variance into variances of
additive (intra- and interspecific) effects, of inbreeding effects, and of heterosis (intra- and interspecific) effects, we showed that
the distribution of variance components defined clear-cut groups of proteins and traits. Moreover, it was possible to cluster fermen-
tation and life-history traits into most proteomic groups. Within groups, we observed positive, negative, or null correlations between
the variances of heterosis and inbreeding effects. To our knowledge, such a decoupling had never been experimentally demonstrated.
This result suggests that, despite a common evolutionary history of individuals within a species, the different types of traits have been
subject to different selective pressures.
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HETEROSIS, or hybrid vigor, refers to the common supe-
riority of hybrids over their parents for quantitative traits.

This phenomenon has been observed for virtually any quan-
titative trait, frommessenger RNA abundances to fitness, and
in a large diversity of species, including micro-organisms.
For decades it has been extensively studied and exploited for

plant and animal breeding because it affects traits of high
economical interest such as biomass, fertility, growth
rate, disease resistance, etc. (Gowen 1952; Schnable and
Springer 2013).

There are three classical, nonexclusive genetic models to
account for hybrid vigor: dominance, overdominance, and
epistasis. In the dominance model, the hybrid superiority
results from the masking of the deleterious alleles of one
parent by the nondeleterious ones of the other parent
(Davenport 1908). In the overdominance model, the hybrid
superiority is due to the advantage per se of the heterozygous
state at a given locus (Hull 1946). Actually, more common
is pseudooverdominance, which is due to dominance at
two loci linked in repulsion, e.g., in maize (Graham et al.
1997; Larièpe et al. 2012) or yeast (Martì-Raga et al. 2017).
Lastly, the epistasis model postulates favorable intergenic in-
teractions created in the hybrids (Powers 1944). In particular,
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“less-than-additive” (antagonistic) epistasis, which is quite
common in plant and animal species (Redden 1991; Shao
et al. 2008), can account for best-parent heterosis (Fiévet
et al. 2010). In Fiévet et al. (2010), it is theoretically shown
that epistasis can result in best-parent heterosis even if there is
no dominance at any locus. The respective parts of the various
genetic effects in heterosis depends on the trait, the species,
and the genetic material (Xiao et al. 1995; Huang et al.
2016; Seymour et al. 2016). Altogether, heterosis appears to
be a pervasive phenomenon, accounted for by the common
nonlinearity of the genotype–phenotype map (Wright 1934;
Omholt et al. 2000; Fiévet et al. 2018).

Because heterosis is associated with heterozygosity, het-
erosis for life-history traits is associated with genetic load:
the average population fitness can never exceed the maxi-
mum fitness. Genetic load drives the evolution of sexual
reproduction, of mating systems, and the fate of small pop-
ulations. Indeed, high levels of homozygosity in outcrossing
species is generally associated with decreased growth rate,
survival, or fertility (discussed in Charlesworth and Willis
2009). In population genetics, inbreeding depression is de-
fined as the fitness of self-fertilized progenies as compared
with fitness of outcrossing progenies. In sexual species,
the balance between selfing and outcrossing is driven by
the genetic load due to inbreeding depression relative to
the cost of sexual reproduction (twice as expensive as clonal
reproduction): selfing can evolve whenever inbreeding de-
pression is less costly than the sexual reproduction, or after
purging the deleterious mutations as it can arise in small pop-
ulations (Lande and Schemske 1985). However, heterosis due
to less-than-additive epistasis could explain the large num-
ber of predominantly (but not fully) selfing species that
exhibit a persistent amount of inbreeding depression and
heterosis (Charlesworth et al. 1991). Considering a meta-
population, Roze and Rousset (2004) defined inbreeding de-
pression as the fitness reduction of selfed progeny relative to
outcrossed progeny within populations, and heterosis as the
difference between the fitness of the outcrossed progeny
within population and the outcrossed progeny over the whole
metapopulation. They showed that while selfing reduced both
inbreeding depression and heterosis, inbreeding depression
decreased and heterosis increased with the degree of
subdivision of the metapopulation. Hence, from a population
genetics point of view, heterosis is expected even in predomi-
nantly selfing species.

From a breeding perspective, the pioneer work of Shull
(1908) in maize predicted that, given the large amounts of
heterosis within the species, the best way to maximize yield
was to create inbreds from existing population varieties to
seek for the best hybrid combinations. Diallel designs were
popularized as the most comprehensive designs for estimat-
ing genetic effects, predicting hybrid values, and generating
breeding populations to be used as the basis for selection and
development of elite varieties (e.g., Hallauer and Miranda
Filho 1988). The simplest and most popular analytic decom-
position of genetic effects in diallel designs is that of Griffing

(1956), in which the mean phenotypic value, yij; of the cross
between lines i and j is modeled as:

yij ¼ mþ GCAi þ GCAj þ SCAij; (1)

where m is the mean phenotypic value of the population,
GCAi (respectively GCAj) is the general combining ability of
line i (j), i.e., the average performance of line i (j) in hybrid
combinations expressed as a deviation from the mean value
of all crosses, and SCAij is the specific combining ability of
hybrid i3 j. It is defined as the difference between the mean
phenotypic value of the progeny and the sum of the combin-
ing abilities of the parental lines (Sprague and Tatum 1942).
Therefore, superior individuals can be selected from their
GCA and/or SCA. Numerous extensions of the Griffing’s
model have been proposed to extract other effects, such
as maternal and paternal effects or sex-linked variations
(Cockerham and Weir 1977; Bulmer 1980; Zhu and Weir
1996; Greenberg et al. 2010). In many crop species, combin-
ing ability groups have been identified, with lines from the
same group characterized by high SCA with other groups
(Hallauer et al. 1988). Generally, combining ability groups
are redundant with population structure within a species
(Melchinger and Gumber 1998; Ramya et al. 2018), which
is consistent with the population genetics predictions of Roze
and Rousset (2004).

When parental lines are included in the analysis, GCA and
SCA effects can be decomposed into more suitable genetic
effects. Indeed, the value of a particular hybrid can be com-
paredeither to theaveragevalueof its inbredparents, or to the
average value of the other hybrids sharing either parent.
Heterosis can be split into average heterosis (average differ-
ence between inbreds and outbreds), variety heterosis (aver-
age difference between one inbred parent and all crosses
sharing the same parents), and specific heterosis (difference
between the hybrid and all hybrids sharing at least one par-
ent) (Eberhart and Gardner 1966). A modern version of this
model has been proposed by Lenarcic et al. (2012), along
with a Bayesian framework to estimate the genetic effects.

In this work, we study a half-diallel design with the di-
agonal, constructed from the crosses between 11 yeast strains
belonging to two close species, Saccharomyces cerevisiae and
S. uvarum. The design included both intra- and interspecific
crosses. Two categories of phenotypic traits were considered:
(1) protein abundances measured at one time point of alco-
holic fermentation (Blein-Nicolas et al. 2013, 2015); and (2)
a set of fermentation traits—divided into kinetic parameters,
basic enological parameters, aromas, and life-history traits—
measured during and/or at the end of fermentation (da Silva
et al. 2015). All traits were independently measured at two
temperatures.

Wepropose adecomposition of thegenetic effects basedon
Lenarcic et al. (2012) that takes into account the presence of
two species in the diallel design and that distinguishes be-
tween heterosis and inbreeding effects. We could character-
ize every trait by the set of its variance components and we
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could clearly cluster the traits from this criterion, which sug-
gests that traits sharing a similar pattern of variance compo-
nents could share common life history.Wewere able to assign
each fermentation trait to one group of protein traits, which
shows that integrated phenotypes and proteins can share
similar life history. Finally, our results show a poor correlation
between the variances of heterosis and inbreeding effects
within groups. This confirms the importance of epistatic in-
teractions in determining the components of phenotypic var-
iation both within and between close species. Altogether, our
results suggest that despite a common demographic history
of individuals within a species, the genetic variance compo-
nents of the traits can be used to trace back other trait-specific
evolutionary pressures, like selection.

Materials and Methods

Materials

The genetic material of the experimental design consisted in
seven strains of S. cerevisiae and four strains of S. uvarum
associated with various food processes (enology, brewery,
cider fermentation, and distillery) or isolated from the natu-
ral environment (oak exudates). These strains—called W1,
D1, D2, E2, E3, E4, and E5 for S. cerevisiae and U1, U2, U3,
and U4 for S. uvarum—could not be used as such as parents
of a diallel design because they were suspected to be hetero-
zygous at many loci. Monosporic clones were isolated from
each of these strains using a micromanipulator (Singer MSM
Manual; Singer Instruments, Somerset, United Kingdom), as
indicated in da Silva et al. (2015). All strains but D2 were
homothallic (HO/HO), therefore fully homozygous diploid
strains were spontaneously obtained by fusion of opposite
mating type cells. For D2 (ho/ho), the isolated haploid meio-
spores were diploidized via transient expression of the HO
endonuclease (Albertin et al. 2009). The derived fully homo-
zygous and diploid strains were used as the parental strains
of a half-diallel design with the diagonal, i.e., including the
inbred lines. The parental lines were selfed and pairwise
crossed, which resulted in a total of 66 strains: 11 inbred
lines, 27 intraspecific hybrids (21 for S. cerevisiae and six
for S. uvarum), and 28 interspecific hybrids. For each hybrid
construction, parental strains of opposite mating type were
put into contact for 2–6 hr in YPD medium at room temper-
ature, and then plated on YPD–agar containing the appropri-
ate antibiotics. The nuclear and mitochondrial stability of the
hybrids was checked after recurrent cultures on YPD–agar
corresponding to �80 generations (see details in Albertin
et al. 2013a). In addition, for each of the 28 interspecific
hybrids, both parental sets of .600 proteins were detected
in a proteomic approach Blein-Nicolas et al. (2015), with no
evidence of hybrid instability.

The 66 strains were grown in triplicate in fermentors
at two temperatures, 26 and 18�, in a medium close to eno-
logical conditions (Sauvignon blanc grape juice) (da Silva
et al. 2015). From a total of 396 alcoholic fermentations

(66 strains 3 2 temperatures 3 3 replicas), 31 failed due to
poor fermenting abilities of some strains. The design was
implemented considering a block as two sets of 27 fermenta-
tions (26 plus a control without yeast to check for contami-
nation), one carried out at 26� and the other at 18�. The
distribution of the strains in the block design was randomized
to minimize the residual variance of the estimators of the
strain and temperature effects, as described in Albertin et al.
(2013b).

For each alcoholic fermentation, two types of phenotypic
traits were measured or estimated from sophisticated data-
adjustment models: 35 fermentation traits and 615 protein
abundances.

The fermentation traits were classified into four categories
(da Silva et al. 2015):

Kinetics parameters, which were computed from the CO2

release curve modeled as a Weibull function fitted on
CO2 release quantification monitored by weight loss of
bioreactors: the fermentation lag phase, t-lag (hr); the
time to reach the inflection point out of the fermentation
lag phase, t-Vmax (hr); the fermentation time at which
45 and 75 g/liter of CO2 was released, out of the fermen-
tation lag phase, t-45 (hr) and t-75 (hr), respectively; the
time between t-lag and the time at which the CO2 emis-
sion rate became #0.05 g/liter/hr, AFtime (hr); the max-
imum CO2 release rate, Vmax (g/liter/hr); and the total
amount of CO2 released at the end of the fermentation,
CO2max (g/liter) .

Life-history traits, which were estimated and computed from
the cell concentration curves over time, modeled from
population growth, cell size, and viability and quantified
by flow cytometry analysis: the growth lag phase,
t-N0ðhrÞ; the carrying capacity, K [log(cells/ml)]; the time
at which the carrying capacity was reached, t-Nmax (hr);
the intrinsic growth rate, r [log(cell division/ml/hr)];
the maximum value of the estimated CO2 production
rate divided by the estimated cell concentration, Jmax

(g/hr/1028 cell); the average cell size at t-Nmax; Size-
t-Nmax (mm); the percentage of living cells at t-Nmax;

Viability-t-Nmax ð%Þ; and the percentage of living cells
at t-75, Viability-t-75 (%).

Basic enological parameters, which were quantified at the
end of fermentation: residual sugar (g/liter); ethanol (vol
%); the ratio between the amount of metabolized sugar
and the amount of released ethanol, sugar:ethanol yield
(g/liter/vol%); acetic acid (g/liter of H2SO4); total SO2

(mg/liter); and free SO2 (mg/liter).
Aromatic traits, which were mainly volatile compounds

measured at the end of alcoholic fermentation by gas
chromatography–mass spectrometry (GC-MS): two higher
alcohols (phenyl-2-ethanol and hexanol, mg/liter); seven
esters (phenyl-2-ethanol acetate, isoamyl acetate, ethyl-
propanoate, ethyl-butanoate, ethyl-hexanoate, ethyl-
octanoate, and ethyl-decanoate, mg/liter); three
medium chain fatty acids (hexanoic acid, octanoic acid,
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and decanoic acid, mg/liter); one thiol (4-methyl-4-
mercaptopentan-2-one, X4MMP, mg/liter); and the
acetylation rate of higher alcohols, acetate ratio.

Forproteomicanalyses, the sampleswereharvestedat40%
of CO2 release, corresponding to the maximum rate of CO2

release. Protein abundances were measured by liquid chro-
matography–MS/MS techniques from both shared and pro-
teotypic peptides relying on original Bayesian developments
(Blein-Nicolas et al. 2012). A total of 615 proteins were
quantified in .122 strains 3 temperature combinations,
as explained in detail in Blein-Nicolas et al. (2015).

Cross-referencing the Munich Information Center for Pro-
tein Sequences (MIPS) micro-organism protein classifica-
tion database (Ruepp et al. 2004), the Kyoto Encyclopedia
of Genes and Genomes (KEGG) pathway classification
(Kanehisa and Goto 2000; Kanehisa et al. 2016, 2017), and
the SaccharomycesGenome database (Cherry et al. 2012), we
attributed each protein to a single functional category based
on our expert knowledge (Supplemental Material, Table S1).
Considering the genes encoding the proteins, we also assigned
to each protein a number of putative transcription factors
(TFs). A total of 313 TFs with a consensus DNA-binding se-
quence were retrieved from the YEASTRACK database (Teixeira
et al. 2006, 2014; Monteiro et al. 2008; Abdulrehman et al.
2011).

Statistical methods

To estimate the genetic variance components for the different
phenotypic traits, we adapted themodel described in Lenarcic
et al. (2012) to our particular half-diallel design that includes
the diagonal with parental inbred strains from two species.
Thus we included in our model intra- and interspecific addi-
tive effects, inbreeding effects, and intra- and interspecific
heterosis effects.

Formally, let yijk be the observed phenotype for the cross
between parents i and j in replica k. Our model reads:

yijk ¼ mþ IsðiÞ¼sðjÞðAwi þ AwjÞ þ IsðiÞ6¼sðjÞ
�
Abi þ Abj

�þ
þ Ii6¼j

�
IsðiÞ¼sðjÞHwij þ IsðiÞ6¼sðjÞHbij

�
þ Ii¼j

�
bsðiÞ þ Bi

�
þ eijk;

(2)

where:

m is the overall mean;
sðiÞ associates to each parental strain i the species to which it

belongs:

sðiÞ 2 fS: cerevisiae; S: uvarumg;

Awi and Abi denote, respectively, the additive contributions of
strain i in intraspecific [within species, i.e., sðiÞ ¼ sðjÞ], and
interspecific [between species, i.e., sðiÞ 6¼ sðjÞ] crosses;

Hwij and Hbij denote the interaction effect between parents
ði; jÞ in intraspecific (within species) and interspecific

(between species) crosses, respectively. Due to our
half-diallel design (no reciprocal crosses), they are as-
sumed to be symmetric, i.e., Hwij ¼ Hwji and Hbij ¼ Hbji:

Hereafter we will refer to these effects as intra- and in-
terspecific heterosis effects, respectively;

bsðiÞ and Bi are, respectively, the deviation from the fixed
overall effect for the species sðiÞ and the associated
strain-specific contribution of strain i in the case of inbred
lines. Hereafter we will refer to Bi as inbreeding effect;

eijk is the residual, the specific deviation of individual ijk;
and

Icondition is an indicator variable. Its value is equal to 1 if the
condition is satisfied and 0 otherwise.

Therefore, for the parental lines we have

ypiik ¼ mþ 2Awi þ bsðiÞ þ Bi þ eiik; (3)

for the intraspecific hybrids,

yintraijk ¼ mþ Awi þ Awj þ Hwij þ eijk; (4)

and for the interspecific hybrids,

yinterijk ¼ mþ Abi þ Abj þ Hbij þ eijk: (5)

All genetic effects were considered as random variables
drawn from a normal distribution. Formally, letting
q 2 fAw;Ab;B;Hw;Hbg denote the genetic effect under
consideration:

"i qi � N
�
0;s2

q

�
: (6)

The full mixed-effect genetic model is thus defined by three
fixed effects (the intercept m and the inbreeding effects
bS: uvarum and bS: cerevisiae) and five genetic random effect var-
iances ðs2

Aw
;s2

Ab
;s2

B;s
2
Hw

;s2
Hb
Þ:

We did not declare mitochondrial effects because many
genes encoding mitochondrial proteins are repressed under
fermentation conditions, and because interspecific hybrids
harbor similar fermentation features for most fermentation
kinetics and enological parameters whatever their mitochon-
drial genotype (Albertin et al. 2013a). In addition, we did not
know the mitochondrial inheritance for most of the intraspe-
cific crosses (Table S3).

The fitting algorithm

Fixed effects, variance components of the genetic effects, and
their best linear unbiased predictors (BLUPs) were estimated
using the hglm package in R (Ronnegard et al. 2010), which
implements the estimation algorithm for hierarchical gener-
alized linear models and allows fitting correlated random
effects as well as random regression models by explic-
itly specifying the design matrices, both for the fixed and
random effects. The model, based on a maximum-likelihood
estimation, is deemed to produce unbiased statistics (Gumedze
and Dunne 2011).
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A separate analysis was conducted for each trait at each
temperature, considering the vector of observations for the
trait-by-temperature combination of interest, y, and rewriting
the model (Equation 2) in matrix form:

y ¼ Xbþ Zuþ e; (7)

where X is the design matrix for the fixed effects; Z the design
matrix for the random effects; b ¼ ðm;bS: uvarum;bS: cerevisiaeÞ
and u ¼ ðAw;Ab;B;Hw;HbÞ are the vectors of fixed effect
parameters and random effect parameters, respectively;
and e is the vector of residual errors. With this notation,
the construction of the model is straightforward from the
data (for details see The fitting algorithm in Supplemental
Materials).

Whenever the full model (Equation 2) failed to converge,
we considered the subsequent model obtained by removing
one effect at a time following the hierarchy imposed by the
order of the fitting algorithm, i.e., first heterosis, second
inbreeding effects, and finally additive effects. The full
model converged for all proteomic data. For the fermenta-
tion traits, the model did not converge for most of the ethyl
esters (ethyl-propanoate, ethyl-butanoate, ethyl-hexanoate,
ethyl-octanoate, and ethyl-decanoate), as well as for acetate
ratio and for acetic acid, which were removed from the anal-
ysis. For all other fermentation traits, the full model con-
verged, except for t-lag at 18�, for which the additive model
applied. For this trait, other genetic variance components
were set to zero.

To test the robustness of the results, a bootstrap analysis
was performed by sampling the 55 hybrids with replacement,
conditionally to the11parental strains.Eachbootstrap sample
was submitted to the same analysis as described above. For
each variance component, we checked that the estimations in
the experimental sample were close to the median of the
estimations in the bootstrap samples.

Testing for the reliability of the model

Computer simulationswere performed to test the statistical
power of the hglm algorithm in predicting the values of the
observables while producing unbiased estimations of the
model parameters. We simulated a half diallel between
11 strains, 7 belonging to one species, 4 to the other. We
computed the phenotypic values of each simulated cross by
first drawing m, bspecies1; bspecies2; s

2
Aw
; s2

Ab
; s2

B; s
2
Hw

; s2
Hb
; and

s2
e from a gamma distribution fitted from the values esti-

mated by the model on our data set (see Figure S1). Sec-
ond, for each random effect q 2 fAw;Ab;B;Hw;Hb; eg we
drew

"i qi � N
�
0;s2

q

�
(8)

and computed the phenotypic values as in Equation 2, gen-
erating three replicas per cross.

We repeated the simulation 1000 times. We fitted the
model and checked that the estimation of the random effects,

the predicted phenotypic values, and their variance compo-
nents were close enough to the true values (Figure 1) and we
noticed that inbreeding parameters were the most variable
(Figure S2).

In addition, since we were interested in the correlation
structure between the variance components of the genetic
effects, we checked that possible correlations between ran-
dom effects were not a statistical artifact of the model. There-
fore, we simulated uncorrelated variances of random effects
and we checked that no correlation structure was found be-
tween the estimated variance components, as can be seen in
Figure 1. Simulations performed with different numbers of
parental lines led to similar results (data not shown).

Fermentation traits

Before fitting our model, we updated Equation 2 to account
for a block effect:

yijkl ¼ yijk þ blockl þ eijkl; (9)

assuming that

"l blockl � N
�
0;s2

block
�
: (10)

Many fermentation traits, mostly aromatic, were log-transformed
to deal with the variable mean of the residuals. So as to handle
the null values in the observations, we chose to consider the
following transformation:

yijk ¼ logðmaxðyijk; dÞÞ; (11)

where d � Uð0;minðyÞÞ: In this situation, as we introduced a
random term in our analysis which may skew parameter es-
timation, we decided to: (1) perform the log-transformation,
(2) compute the fitting algorithm, (3) record the parameter’s
estimation, and then, after having computed it 100 times, (4)
consider the median of the estimators to achieve a more ro-
bust statistic.

Protein abundances

For each cross, protein abundances have been quantified on
average. However, to perform a diallel analysis at the proteo-
mic level, replicas are critical for quantifyinggenetic variation.
Therefore, we generated pseudoreplicas using the residual
variance estimated when quantifying protein abundances
(Blein-Nicolas et al. 2013). Formally, let yij be the average
protein abundance of the cross between parents i and j. We
generated three replicas as follows:

yijk ¼ yij þ ek (12)

ek � N ð0; ŝ2
e Þ for k ¼ 1; 2; 3; (13)

where ŝ2
e is the residual variance. Simulations of pseudorepl-

icas and parameter estimations were performed 100 times.
The final value of the parameters was the median of its
estimation.
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Variance component analysis

For each trait, ourmixedmodel generates a vector of variance
components

y ¼
�
ŝ2
Aw
; ŝ2

Ab
; ŝ2

B; ŝ
2
Hw

; ŝ2
Hb

�
(14)

and the results were summarized in a matrix with rows being
thedifferent trait-by-temperature combinations, and columns
the relative contribution of each component to the total ge-
netic variance of the trait. We chose to perform unsupervised
classification to compare the distributions of variance com-
ponents between traits. Following the recommendations of
Kurtz et al. (2015), percentages of variance components were
transformed into real numbers using the central log-ratio
transformation (clr-transformation):

clr
�
ŝ2
q

�
¼ log

 
ŝ2
q�Q

k2Qŝ
2
k
�1=Nq

!
; (15)

where Nq is the total number of random effects and Q is the
set of random variables fitted by the model. For fermentation
traits, Nq ¼ 7 (accounting for block and residual variances,
Equation 9), while Nq ¼ 6 for proteomic traits (Equation 2).
We chose the clr-transformation because it satisfies scale
invariance, subcompositional dominance, and perturbation
invariance properties (Tsagris et al. 2011). Therefore, the
distance relationship between the original profiles is preserved
by the selected subvectors thanks to the subcompositional

dominance property of the clr-transformation (see section
Subcompositional dominance and distances in Supplemental
Materials). The clr-transformation allowed us to test finite
Gaussian mixture models using the model-based clustering
proposed in the Mclust package in R (Scrucca et al. 2016).
The percentages of good assignments were computed by sep-
arating the data into training and validation sets.

This procedure was first applied separately for proteomic
and fermentation traits (seeStructuration of genetic variability
at the fermentation trait level in SupplementalMaterials). Pro-
tein groups were tested for enrichment in KEGG pathways,
TFs and heterotic proteins. Fermentation traits were tested
for enrichment in the different trait categories (kinetic pa-
rameters, life-history traits, basic enological parameters,
and aromatic traits). For each cluster, Pearson’s chi-square
test of enrichment was computed on protein functional cate-
gory frequencies taking as prior probability the expected cat-
egorical frequency found in the MIPS database.

Further, fermentation traits were assigned to clusters iden-
tifiedonprotein abundanceprofilesbasedon theirmembership
probability computed through Gaussian finitemixturemodels.

Data availability

The supplemental materials contain the following sections:

Demonstration of the relationship between the subcomposi-
tional dominance property and distances in the Euclidean
space;

Detailed description of the fitting algorithm;

Figure 1 Correlation between estimated variance
components and their true value. Variances have
been estimated on a simulated half diallel between
11 parental strains (7 belonging to one species, 4 to
the other). Phenotypic values have been computed
as detailed in the section Testing for the reliability of
the model.
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Description of the construction of the simulated values on a
half-diallel design based on the genetic models supposed
to explain heterosis and inbreeding;

Demonstration of the equality between the variances of het-
erosis and inbreeding effects in three parents’ half-diallel
designs with no maternal effects;

Clustering analysis for the fermentation and life-history traits;
Strain characterization based on the estimated BLUP of their

genetic effects;
Table S1: information on protein functional category classi-

fication;
Table S2: raw values of genetic variances and broad sense

heritability estimated and analyzed in this study for pro-
tein abundances and fermentation and life-history traits;

Table S3: mitochondrial inheritance of the phenotyped
crosses of our study;

Table S4: table of results from the Pearson’s chi-square test
of cluster enrichment in proteins with a particular func-
tional category;

Figure S1: density distribution of the genetic variances esti-
mated by the model;

Figure S2: predicted BLUPs and phenotypic values vs. their
prior value used to compute the values of simulated diallels;

Figure S3: clustering profiles of fermentation and life-history
traits;

Figure S4: global correlations of the genetic variance com-
ponents for both protein abundances and the more in-
tegrated traits;

Figure S5: representation of the standardized Pearson’s chi-
square residuals of each cluster computed at 18� vs. those
at 26� estimated for the analysis of cluster enrichment in
proteins with a particular functional category;

Figure S6: correlation plot between genetic effects of fer-
mentation and life-history trait profiles;

Figure S7: intracluster correlations of variance component
profiles for fermentation and life-history traits;

Figure S8: variance components of fermentation and life-
history traits at the two temperatures;

Figure S9: summary example of the density distribution of a
genetic variance estimation through bootstrap analysis;

Figure S10: representation of the relationship between the
variances of heterosis and inbreeding effects simulated
through different genetic models;

Figure S11: for each trait and for each genetic effect, the
strains with highest and lowest contribution at both tem-
peratures are shown; and

Figure S12: for each trait, the estimated BLUPs of each ge-
netic parameter are shown.

Supplemental material available at Figshare: https://doi.
org/10.25386/genetics.7393349.

Results

To estimate genetic variance components from a diallel cross
involving two yeast species, we proposed a decomposition of

genetic effects based on the model of Lenarcic et al. (2012).
This allowed us to split the classical GCAs and SCAs into
intra- and interspecific additive and heterosis effects, and to
take into account inbreeding effects, defined as the difference
between the inbred line value and the average value of all the
crosses that have this inbred as parent.

Simulations showed that, despite the small number of
parents in the diallel, our model led to unbiased estimations
of variance components and correlations between variance
components did not arise from unidentifiability of some
model’s parameter (Figure 1). Significance of variance com-
ponents was assessed by bootstrap sampling. We found that
whenever the fitting algorithm converged, variance compo-
nent estimations were significant. For some traits and some
variance components, the bootstrap distributions of the es-
timated variances were bimodal, suggesting a strong influ-
ence of a particular hybrid combination. However, the
estimates were globally closed to the median of the boot-
strap distribution (see the example in Figure S9). Therefore,
we are confident with our estimations, conditionally to the
parents of the diallel.

Because temperature has amajor effect onmany traits and
because numerous strain-by-temperature effects have been
detected (Blein-Nicolas et al. 2015; da Silva et al. 2015), the
model was applied to each trait separately at the two tem-
peratures. For each temperature, we obtained estimations of
fixed and random effect values, their corresponding vari-
ances, residuals, and residual variances for 28 fermentation
and life-history traits and 615 protein abundances. For each
trait, the normality of residuals and homogeneity of variances
was checked. Broad sense heritability (BSH) was measured
as the ratio of the sum of genetic variance components to the
total phenotypic variance. It varied between 0.05 and 0.98
for protein abundances and between 0.04 and 0.95 for fer-
mentation traits. Altogether, protein abundance measure-
ments were highly repeatable (median heritability of 0.53),
while fermentation traits were more variable. Median BSH
was 0.77 for the fermentation kinetic trait, 0.49 for life-his-
tory traits, 0.36 for basic enological products, and 0.32 for
aromatic traits. Whatever the amount of residual variance, all
genetic variance components were significant for all traits,
except for t-lag at 18�, for which only the variances of addi-
tive effects were significant. We found that variances associ-
ated to each genetic effect differ in a large extent between the
two temperatures (shown for fermentation traits in Figure
S12).

Because of their potential interest for wine making, BLUPs
of fermentation traits are presented in section Strain charac-
terization of Supplemental Materials. In the following, we
focus on genetic variance components.

Structuration of genetic variance components at the
proteomic level

A Gaussian mixture model was used to classify the proteins
according to their genetic variance components. The best
model clearly identified nine clusters, each characterized by
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a particular profile of genetic variance components (Figure 2).
Cluster 1 (88.4% of good assignments) consists of 11 pro-
teins that have high variance of intraspecific heterosis ef-
fects and the smallest variance of interspecific heterosis
effects. Clusters 2, 4, and 9 have a very small variance of
inbreeding effects. Clusters 2 and 4 differ from cluster 9 by
their significant variance of interspecific additive effects. In
cluster 2, 6.4% of proteins (comprising 168 proteins with
93.2% good assignments) can be attributed to cluster 4, and
10.4% of proteins from cluster 4 (65 proteins, 80.5% good
assignments) to cluster 2. Proteins from clusters 3 (80.5%
good assignments) and 7 (93.3% good assignments) have
similar profiles. Indeed, 19.5% of the proteins from cluster
3 can be attributed to cluster 7, and 4% of the proteins from
cluster 7 can be attributed to cluster 3. Cluster 3 consists
of 39 proteins with relatively higher variance of additive
and inbreeding effects. Cluster 7 has 627 proteins with
higher variance of heterosis effects. Proteins from cluster
5 (144 proteins, 96% good assignments) have significant
variance of intraspecific additive effects, but null variance
of interspecific additive effects and high heterosis and in-
breeding effect variances. On the contrary, cluster 6
(102 proteins, 96.2% good assignments) has null variance
of intraspecific additive effects, small variance of additive
interspecific effects, and high variance of heterosis and in-
breeding effects. Cluster 8 (96.9% good assignments) con-
sists of 24 proteins that have null variances of additive
effects and high variances of heterosis and inbreeding ef-
fects. Finally, the 50 proteins in cluster 9 (95.4% good as-
signments) are characterized by a null variance of additive
interspecific and inbreeding effects, and high variance of
intraspecific and interspecific heterosis effects. Overall the
same protein is generally found in two different clusters at
the two temperatures (only 37% of proteins belong to the
same cluster at the two temperatures).

The nine clusters were also clearly distinguishable from
each other by their pattern of correlation between variance
components (Figure 3). Globally, all variance components
are negatively correlated, except for the variances of heter-
osis effects, s2

Hw
and s2

Hb
; which are positively correlated

(r ¼ 0:47; Figure S4).

Therefore, we can state that the 615 proteins at 18 and 26�
form highly structured and well-defined clusters according to
their genetic variance component profiles.

Proteins sharing a similar variance component profiles
share functional properties

In each protein cluster, we tested for enrichment in functional
categories at the two temperatures separately. Clusters
were split into two groups of proteins, those measured at
18� and those measured at 26�, and the enrichment anal-
ysis was performed for each group. The statistical tests
were significant for each cluster, except for cluster 1 at
18� and cluster 6 at 26� (Table S4). Even though one pro-
tein generally falls into two different clusters at two differ-
ent temperatures, functional enrichments were globally
the same at the two temperatures. Indeed, we found a high
correlation between Pearson’s chi-squared residuals at
both temperatures, except for clusters 3 and 9 (Figure S5).
Whenever a functional category was enriched/depleted at
one temperature, it also tended to be enriched/depleted at
the other temperature.

Cluster 1 is enriched with proteins quantified at 26� that
are linked to response to stress, mating, and transcription,
while it is depleted of proteins related to cell fate and protein
synthesis. At 18�, cluster 3 is enriched with proteins that are
linked to amino-acid and nucleotide metabolism, and at 26�
to cell fate and response to stress. Cluster 6 is enriched with
proteins quantified at 18� that are linked to protein synthesis
and nucleotide metabolism, while it is depleted in proteins
linked to metabolism, other than amino-acid, nucleotide, and
carbonmetabolism. Cluster 9 is enriched in proteins linked to
transcription at both temperatures, it is enriched in proteins
measured at 18� that are linked to response to stress and
mating, and it is depleted in proteins linked to protein syn-
thesis and cell fate; at 26� it is enriched in proteins linked to
nucleotide metabolism and transport. The other protein clus-
ters have the same profile at both temperatures. Cluster 2 is
enriched with proteins linked to amino-acid and carbon me-
tabolism, cell fate, and response to stress, while it is depleted
in proteins linked to transport and mating. Cluster 4 is
enriched in proteins linked to amino-acid metabolism and

Figure 2 Clustering profiles of genetic variance
components for (A) protein abundances against
(B) profiles of fermentation traits predicted in each
cluster. Cluster numbers are reported on the left, on
the right is the number of proteins or traits found in
each cluster.
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to stress response at 26�. Cluster 5 is enriched in proteins
linked to protein synthesis, amino-acid, nucleotide, and other
metabolism but not carbon metabolism, while it is depleted
in proteins linked to transcription. Cluster 7 is enriched in
proteins linked to amino-acid and carbon metabolism, while
it is depleted in proteins linked to transcription, transport,
and signaling. Cluster 8 is enriched in proteins linked to cell
fate, stress response, nucleotide metabolism, and mating,
while it is depleted in proteins linked to other metabolisms,
transport, and protein synthesis. Hence, genetic variance
components tend to cluster proteins having similar functions
at both temperatures.

Concerning the number of TFs, we found no correlation
between the number of TFs and the components of genetic
variation of protein abundances.

Finally, Pearson’s chi-square test was performed to inves-
tigate if there were differences between clusters regarding
the proportion of heterotic proteins quantified in Blein-Nic-
olas et al. (2015). Results are shown in Table 1: clusters 1, 2,
and 4 are enriched with heterotic proteins, while heterotic
proteins are scarce in clusters 5, 7, and 9 (x2 ¼ 54:29;
P-value , 0.05). Hence, heterotic proteins are preferably
found in clusters characterized by low variance of inbreeding
effects and high variances of intraspecific and interspecific
heterosis effects.

Briefly, despite poor correlations between variance com-
ponents measured for the same protein at two temperatures,
the nine clusters of proteins identified from the distribution of
variance components group together proteins of similar func-
tion, based on their functional annotation. Heterotic proteins

Figure 3 Patterns of correlations between genetic variance components of protein abundances. Points correspond to proteins, type and color
combinations identify the clusters obtained by their classification based on a Gaussian mixture model. Numbers from 1 to 9 identify class centers
for each cluster.

Heterosis vs. Inbreeding 749

D
ow

nloaded from
 https://academ

ic.oup.com
/genetics/article/211/2/741/5931164 by guest on 31 M

ay 2022



that show nonadditive inheritance between parents and hy-
brids are mostly found in protein clusters with high variances
of intraspecific and interspecific heterosis effects and low
variance of inbreeding effects.

Variance components of fermentation traits fall into the
proteomic landscape

Using the same clustering approach for the fermentation/life-
history traits as for the proteins, we clearly identified three
profiles of genetic variance components (Figure S3; see de-
scription in section Structuration of genetic variability at the
fermentation trait level of Supplemental Materials).

To compare the patterns of genetic variation of protein
abundances and fermentation traits, we tried to assign fer-
mentation traits to proteomic clusters based on the Gaussian
mixture model fitted on protein abundances profiles, as
explained in the section Variance component analysis in
the Materials and Methods. For each fermentation trait, we
chose the cluster of maximal membership probability. Most
traits were assigned to a single protein cluster with a
probability .80%. The exceptions were sugar:ethanol yield
(26�), X4MPP (26�), t.75 (26�), and t-lag at both tempera-
tures. Average variance components for each cluster are rep-
resented in Figure 2. Altogether, the 56 fermentation traits
(283 2 temperatures) fall into eight proteomic clusters, most
of them being assigned to clusters 1 (16 traits), 2 (12 traits),
7 (12 traits), 3 (6 traits), and 5 (5 traits). Note that no trait
was assigned to cluster 8, which corresponds to the cluster
with the lowest variances of additive effects. Despite similar-
ities with protein abundance traits, fermentation traits are
characterized by higher variance of additive and inbreeding
effects and globally higher contrasts in genetic variance com-
ponents (Figure 4). Overall, eight traits were attributed to
the same cluster at the two temperatures: Jmax; r, t-Nmax;

Viability-t-75, X4MMP, hexanoic acid, hexanol, and ethanol.
In addition, for each temperature we investigated the link

between protein category in each cluster and type of fermen-
tation trait. We see that, at 18�, most basic enological param-
eters fall in cluster 2 where we found proteins involved in

metabolism and stress response. Life-history traits fall in clus-
ter 7 (amino-acid and carbon metabolism) and carrying ca-
pacity K falls in cluster 9 (cell growth), while t-Nmax is found
in cluster 6 (nucleotide metabolism and protein synthesis).
At 26�, most aromatic traits fall in cluster 1 (cell fate, stress
response), most fermentation kinetics traits are found in clus-
ter 7 (amino-acid and carbon metabolism) and basic enolog-
ical parameters are in cluster 4 (stress response).

In conclusion, traits are generally attributed to different
clusters at the two temperatures, based on the underlying
components of genetic variation. Those clusters are charac-
terized by the enrichment in proteinswith a certain functional
category, which may vary between temperatures. Interest-
ingly, we found an association between traits linked to dif-
ferent metabolic processes and proteins involved in such
processes just by taking into account their genetic variance
decomposition.

Intracluster correlations between variance components

Pearson’s correlation coefficients were computed for each
pair of variance components within each cluster of proteins.
Results clearly show different correlation structures between
groups, particularly concerning correlation between the var-
iances of heterosis and inbreeding effects (Figure 5). In clus-
ter 1, variances of additive effects strongly and negatively
correlate with each other. In cluster 3, there is a slightly
negative correlation between s2

Aw
and the variances of heter-

osis effects, and there is a strong correlation between s2
Ab

and
variance of inbreeding effects. Cluster 4 is characterized by a
weak negative correlation between s2

Aw
; s2

Ab
and s2

Hw
vari-

ances, and between s2
Ab

and the variances of heterosis and
inbreeding effects. Clusters 5 and 7 present the global corre-
lation structure. In cluster 2, the variances of intraspecific
heterosis and inbreeding effects are negatively correlated.
In cluster 6, the variances of heterosis and inbreeding effects
are positively correlated. In cluster 8, the variances of inter-
specific heterosis and inbreeding effects are positively corre-
lated. In cluster 9, the variances of heterosis and inbreeding
effects are negatively correlated. Altogether, when a statisti-
cally significant correlation between the variances of addi-
tive, heterosis, and inbreeding effects is found, it is negative.

Variances of additive effects tend to be negatively corre-
lated to variances of heterosis and inbreeding effects, and
there is no straightforward relationshipbetween thevariances
of heterosis and inbreeding effects: s2

B can be either nega-
tively (cluster 9) or positively (cluster 6) correlated to both
s2
Hb

and s2
Hw

; negatively correlated to s2
Hw

(cluster 2) and
positively correlated to s2

Hb
(cluster 8). However, s2

B can also
be independent from either s2

Hw
or s2

Hb
(clusters 1, 2, 3, 4, 5, 7

and 8).

Discussion

In this article, we focused on the comparative analysis of
genetic variance components estimated through the decom-
position of trait values, quantified in a half-diallel cross during

Table 1 Pearson’s chi-square test for count data: comparison
between the number of heterotic proteins in each cluster and
group membership probability

Cluster
Number of
proteins

Number of
heterotic
proteins

Proportion
of heterotic
proteins

Chi-square
standardized
residuals

1 11 7 0.64 4.42a

2 168 35 0.21 2.56a

3 39 3 0.08 21.07
4 65 22 0.34 4.40a

5 144 13 0.09 21.69
6 102 13 0.13 20.35
7 627 72 0.11 22.39b

8 24 5 0.21 0.91
9 50 2 0.04 –1.93b

a Clusters significantly enriched in heterotic proteins.
b Clusters significantly depleted in heterotic proteins (P-value, 0.05).
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or at the end of alcoholic fermentation. The cross design
involved 11 yeast strains from two related species associated
with wine fermentations, S. cerevisiae and S. uvarum, and the
set of traits quantified spanned from protein abundances to
fermentation and life history.

Genetic variances have been estimated through a compre-
hensive genetic model that allowed us to decompose the
phenotypic value of a cross, including the parental inbred
strains, in terms of additive and interaction effects. This de-
composition can be described in the following way: the
parental inbred lines have two identical haploid genomes,
while the hybrids have two different haploid genomes, each
inherited by one parent. Additive effects refer to the average
valueconferredbyasinglehaploidgenomewith respect toany
other haploid genome, and interaction effects refer to the
nonadditive effect of a particular genotype computed as
the difference between the particular diploid value and the

average additive effect of its haploid genome. The presence of
the parental inbreds in the experimental design permits a
decomposition of those effects into heterosis and inbreeding
effects. Inbreeding effect is defined as the difference between
the value of the inbred strain (with the same haploid genome
twice) and the average of all the crosses having at least one
copy of the haploid parental genome. Heterosis effect is de-
fined as the difference between a particular pairwise genome
combination and the average value of hybrids having one or
the other haploid genome. Thanks to the presence of two
different yeast species in our experimental design, we could
distinguish intraspecific and interspecific genetic effects. In-
deed, the additive effect of a strain and the heterosis effect of a
hybrid between two strains may differ depending on whether
the strains belong to the same species or not. Therefore,
intraspecific (respectively interspecific) additive effect refers
to the average value conferred by a single haploid genome

Figure 4 Variance components of fermentation traits. Fermentation traits are assigned to clusters identified at the proteomic level based on their
membership probability computed through Gaussian finite mixture models. They are identified by the type and color combination of the cluster to which
they are assigned. Numbers 1–9 identify class centers for each protein cluster. Labels are only given for outlier traits, i.e., those that do not belong to the
95% confidence interval of the genetic variance estimates of protein abundances on the plotted direction.
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with respect to any other haploid genome from the same
species (from another species), and intraspecific (interspe-
cific) heterosis effect refers to the difference between a single
pairwise genome combination from the same species (from
the two species) and the average value of the intraspecific
(interspecific) hybrids having one or the other haploid
genome.

This general model could be adapted to consider mito-
chondrial effects, which we did not declare for the biological
and technical reasons given inMaterials and Methods. If such
effects do exist in our genetic material, they are expected to
be weak and confounded with other effects.

The variance components of the genetic effects defined
above have been estimated using the linear mixed model
(LMM) described in Equation 2. Whenever a variance com-
ponent was significant, it meant that genetic differences were
found between strains. We checked the ability of the LMM to

estimate genetic parameters by means of computer simula-
tions and the robustness of the estimations through bootstrap
analysis. In the simulations, despite residual variances that
were not well correlated to their true value, estimated genetic
variances were found to highly correlate with their true
value (Figure 1). However, residuals quantified on the pro-
teomic data highly correlate with their true value (see section
Protein abundances). Bootstrap analysis, performed by sam-
pling the 55 hybrids with replacement, conditionally to the
11 parental strains, revealed that for each variance compo-
nent the estimations in the experimental sample were close
to themedian of the estimations in the bootstrap samples. For
some traits and some variance components, the distribution
of the bootstrap-estimated variances were bimodal, suggest-
ing a strong influence from a particular hybrid combination.
However, it was never flat or smooth, in agreement with the
nonarbitrary choice of the parameters. Therefore, we are

Figure 5 Pearson’s correlation test performed to investigate the intracluster correlations on proteomic data. For each cluster, correlation between
variances of the genetic effects are indicated by a color code. Red colors represent negative correlations and blue colors represent positive correlations.
No symbol, not significant. * P , 0.05, ** P , 5 3 1023, *** P , 5 3 1024, **** P , 5 3 1025.
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confident about the estimations of the genetic variances, con-
ditionally to the parents of the diallel.

We were able to characterize the 615 proteins and the
28 fermentationand life-history traits quantifiedat18and26�
by a particular profile of genetic variance components, de-
spite the small number of parental inbred strains from which
the half-diallel was built. We found that variances of intra-
and interspecific effects differed to a large extent, pointing
out that the genetic effects are highly influenced by crossing
strains from the same species or not. The degree of intra- and
interspecific genetic variation captures the evolutionary his-
tory the two species have undergone for the different traits.
For instance, traits with a low variance of intraspecific additive
effects but a high variance of interspecific additive effects have
a high potential to evolve in inter- but not intraspecific crosses.

Each trait has been treated at each temperature separately,
considering trait-by-temperature combinations as indepen-
dent characters. Indeed, genotype-by-environment interac-
tions very commonlyaffect phenotypic variation. Inparticular,
it is well documented that the genetic architecture of a trait is
not stable under varying environments, highlighting the fact
that evolutionary processes may depend largely upon ecological
conditions (Falconer 1960; Lynch and Walsh 1998; Hermisson
and Wagner 2004; Robinson et al. 2009; Malosetti et al. 2013).
Accordingly, we found a weak correlation between genetic var-
iances at the two temperatures.

Themolecular phenotypes (protein abundances) reflect the
underlying genetic factors involved in the cellular processes
regulating the most integrated traits. So we investigated the
distribution of the components of genetic variation of protein
abundances in relation to the variance components of fermen-
tation and life-history traits.We foundnine clear-cut clusters of
protein variance components, andwewere able to assign traits
to these clusters based on their genetic variance components.
Overall, the profiles of the fermentation and life-history traits
associated to each cluster were close to that of the proteomic
level,but theywerecharacterizedbyhighervarianceofadditive
effects; further,we could not assign any trait to cluster 8, which
has null variance of additive effects, i.e., which is the group
with the less-heritable proteins. Altogether, these results reveal
that the most integrated traits have a higher evolutionary po-
tential compared to protein abundances.

We tested for cluster enrichment in protein functions,
based on the functional annotation of the proteins. Clusters
were found to group together proteins of similar functions.
Despite the fact that63%of theproteinswere found indifferent
clusters at the two temperatures, the metabolic functions
were preserved. This suggests temperature-specific regula-
tory changes that achieve the maintenance of cell functions.
Sixteen over 28 fermentation/life-history traits (57%) fell
into the same cluster at the two temperatures (Figure S8).
For the 12 remaining traits, changes in the distribution of
variance components between the two temperatures can be
explained by genotype-by-environment interactions.

Wehave also shown that the clusterswere characterizedby
a particular profile of genetic variance components, which

suggests that traits that group together share a similar evo-
lutionary history. If all traits were neutral, they would have
shown the same equilibrium level of total genetic variance of
approximately 2NVm [N is the effective population size and
Vm is the mutational variance (Lynch and Hill 1986)] with a
similar partition of genetic variance components. The exis-
tence of different profiles of variance components probably
reflects that the different types of traits have been subject to
particular selective pressures.

Also, the nine clusters were clearly distinguishable from
each other by their pattern of correlation between variance
components. Overall, the variances of intra- and interspecific
additive effects were negatively correlated to the variances of
heterosis and inbreeding effects. This may reveal differences
in the patterns of allele frequencies at the underlying loci. In a
biallelic case, additive genetic variance is always at a maxi-
mum for intermediate allele frequencies, while dominance
and epistatic variances (which are components of the vari-
ances of heterosis and inbreeding effects) are at a maximum
for more extreme allele frequencies (Hill et al. 2008). A trait
with a high variance of additive effects is therefore expected
to have lower dominance or epistatic variances. Conversely, a
trait with low variance of additive effects may exhibit high
dominance and epistatic variances.

Heterosis and inbreeding are commonly viewed as corollary
effects.However,wehave shownthat the variancesofheterosis
and inbreeding effects could be negatively, positively, or not
correlated to each other. For a better understanding of such a
decoupling, we simulated a half-diallel design between N pa-
rental strains (for details see section Half-diallel simulation
construction in Supplemental Materials). We computed the
phenotypic values of the parental lines and hybrids, starting
with a simple additive model (neither dominance at any locus
nor epistasis), and then we added dominance and/or epistasis
effects.We considered different degrees of dominance for each
couple of alleles (including dominance of the strongest allele,
h=0) and additive-by-additive and dominance-by-dominance
epistasis, and we let the number of alleles per locus vary. We
considered all possible combinations of these effects. Finally,
we decomposed the values of the simulated traits into addi-
tive, heterosis, and inbreeding effects.

Not surprisingly, the variances of heterosis and inbreeding
effects are both null when there is neither dominance nor
epistasis. If there is additive-by-additive epistasis with no
dominance, the variances of heterosis and inbreeding effects
are strictly correlated, with very low variance of heterosis
effects. In the other conditions, the results depend on the
number of parental lines. With three parents, the variance of
heterosis and inbreeding effects are strictly equal, as can be
shown analytically (see section Inbreeding depression and
heterosis variances are equal in three-parent diallel in Supple-
mental Materials). Otherwise, the correlation between the
variances of heterosis and inbreeding effects varies in func-
tion of the number of loci affecting the trait of interest, on the
frequency of alleles in the population, and on the presence of
dominance and epistatic effects. In general, the correlation
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between the variances of heterosis and inbreeding effects
tends to become null when the number of parental lines,
the number of alleles per locus, and the number of loci in-
crease. Given these parameters, whether there is dominance
or not, and whatever the type of dominance, the lowest cor-
relations between the variances of heterosis and inbreeding
effects are observed when there are both types of epistasis
together (Figure 6 and Figure S10). However, we do not get
negative correlations between the two variances in any of
the cases. Further, we decided to consider the data obtained
on all the different cases together and we ran a Gaussian
mixture model, as before, to cluster genetic variance com-
ponents. We computed intracluster correlations, varying the
number of alleles per locus, the number of loci, and the
distribution in which we drew allele values. Those correla-
tions did not show profiles similar to those obtained with
real data (correlations between genetic effects are com-
monly positive or null).

Classical genetic studies andmodernmolecular evolution-
ary approaches now suggest that inbreeding effects and het-
erosis are predominantly caused by the presence of recessive
deleterious mutations in the population (Charlesworth and
Charlesworth 1999; Charlesworth and Willis 2009). There-
fore, understanding the effects of selection against deleteri-
ous alleles is crucial. Population structure also plays a key
role in this framework. Indeed, population subdivision in-
creases homozygosity through inbreeding, an effective pro-
cess for purging deleterious alleles, but it also decreases
selection efficiency by decreasing the genetic diversity. Allele
frequency changes also modify the genetic variance compo-
nents (Hill et al. 2008; Barton 2017). Amore complex model,
which takes into account selection, allele frequency, popula-
tion structure, and the presence of deleterious mutations, is
thus needed to explain our observations. Glémin et al. (2003)
have discussed the patterns of correlation between inbreed-
ing effects and heterosis in a structured population assuming
low frequencies of deleterious mutations, only present in
the heterozygous state. They defined within- and between-
demes inbreeding depression as the decline inmean fitness of
selfed individuals relative to outcrossed individuals within

the demes, and as the decline in mean fitness of selfed indi-
viduals relative to outcrossed individuals between demes,
respectively. They defined heterosis as the excess in mean
fitness of individuals produced by outcrosses between demes
relative to mean fitness of individuals produced by outcrosses
within the demes. They stated that population structure de-
creases within-demes inbreeding depression while it in-
creases between-deme inbreeding depression, and that
increasing the inbreeding coefficient reduces within- and be-
tween-deme inbreeding depression and heterosis. A similar
result was obtained by Roze and Rousset (2004), who con-
sidered a diffusion model in a population of partially selfing
individuals subdivided according to an island model, with a
large but finite number of demes. They found that generally
within-deme inbreeding depression and heterosis are posi-
tively correlated upon selfing and, when the degree of pop-
ulation subdivision is high, inbreeding depression and
heterosis are negatively correlated. To our knowledge, the
present study reports the first experimental example of such a
decoupling.

In conclusion, our findings have special relevance in three
main directions: (1) detection of quantitative trait loci: var-
iances of additive effects are crucial for the detection of genes
with significantquantitativeeffect, andvariancesofheterosis/
inbreeding effects for the detection of gene–gene interactions
when the part of genetic variance they explain is large; (2)
integration of proteomic data into a genome scale metabolic
model: we assigned fermentation traits to clusters obtained
on the components of genetic variation of protein abun-
dances. Traits associated to a metabolic process were linked
to proteins involved in such a process, therefore we are con-
fident that integrating proteins related to the most integrated
traits into a genome scale metabolic model could improve
their prediction, with particular attention to the prediction
of heterosis; and (3) modeling heterosis and inbreeding var-
iation: we have highlighted various patterns of variation be-
tween the variances of heterosis and inbreeding effects that
cannot be explained with simple quantitative genetics mod-
els. It would be interesting to construct in silico experiments
to search for the key parameters that drive these patterns.

Figure 6 Correlation between the variances of het-
erosis and inbreeding effects for (A) additive model
with symmetrical dominance (no epistasis) and (B)
additive model with dominance of the strongest
allele, additive-by-additive and dominance-by-dom-
inance epistasis. The simulated half diallel consisted
of 11 parental lines. Phenotypic values were sup-
posed to depend on 10 loci, and the number of
alleles per loci was imposed to 11. Allele values
were drawn from a gamma distribution (k = 10, u
= 20) and epistatic effects from a normal distribu-
tion ðN ð0; 3ÞÞ: Dom., dominance; ep., epistasis; het,
heterosis; inb, inbreeding; var, variance.
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